Working Differently with Parallel Workflows – 
the New Standard Workstation Benchmark
Frank Jensen
Intel Corporation
frank.jensen@intel.com
Abstract

As the world evolves, so does technology; spurring the need for faster, bigger, stronger. Only a short few years ago did the workstation market become standardized with x86-instruction personal workstations replacing largely the dominating RISC-based workstations at the desk.  Many of the applications used on LINUX* or UNIX* are now ported as mainstream Windows* applications and the workstation compute power has grown from a single-core, single-socket to quad-core, dual-socket or better with the theoretical compute power of 100+GFlops.  That’s a 20-fold increase in floating-point performance in less than 6 years1.
The current benchmarks struggle to keep up with the significance of this paradigm shift, where expert users find new ways to put this power to work for them.  No longer are single-applications run on single-core machines – workstation users email, explore the internet, contend with IT updates and patches, and can run simulations or simultaneous applications in parallel.

This paper attempts to explore the need for updated benchmarks that reflect this new workflow model, referred to as working differently, and provide examples of how productivity can increase by running parallel applications.  In small businesses, the need to take advantage of technology to give them the nimble edge to compete in the world marketplace is apparent.  The quad-core processors provide an opportunity for making quicker, smarter decisions which can ultimately lead into faster production, or quicker turn around times, or higher fidelity solutions – the given day is expanded with this power.
Ultimately, the goal is to show how multitasking scenarios run on 8-core workstations can increase the number of given jobs completed by an expert user in a given day.  The proof-of-concept uses standardized benchmarks combined together with the expectation that the industry can follow suit with actual workflow examples captured as a time-based benchmark.
Buying decisions for hardware is often based on benchmarking and performance analysis.  It’s important to be sure that the evaluation methodology used is consistent with the way the users will actually perform their job functions.  
1. Introduction

It was the mid-1990s and x86 instruction–based PCs had grown in power equal to the high-performance RISC workstations employed since the early 1980s.  The price was more affordable on these new workstations and thus began the decline of the RISC workstations to a niche market2.  The other change was how professional applications could be run on LINUX* or Windows* multitasking OS-based workstations versus the single-tasked RISC workstation.
The typical usage model back in the RISC hay-day was to have a single application running on a single workstation underneath the user’s desk.  This paradigm began to shift when the Microsoft* Windows* OS became very popular among businesses allowing a more standardized, non-proprietary productivity software such as Microsoft* Outlook* and Excel*.  The “single-class” consolidation worked well with Intel* and AMD* x86 workstations allowing the user to run the main application and multitask with Microsoft* Office* or similar.  

The workstation system market is healthy and growing – IDC* shows a 25% growth rate year-over-year for the past three years3.  Our evolution as a society has brought a wealth of technology changes each raising the bar of amazement – as demonstrated visually by computer graphics (CG) movies and other media.  This recent increase in capability is often attributed to the increase in power of the workstation.  The introduction of the quad-core x86 processor in 2006 by Intel* increased the GFlop capability of a dual-processor (DP) workstation and a currently over 80 GFlops of measured compute power4 is available for experts to do things traditionally reserved for the cluster supercomputers in the server rooms.
The single-application performance benchmarks, such as those found from SPEC*, has been around since 1997 and are representative of the methodologies of that time.  Standard Performance Evaluation Corporation’s application performance characterization (SPECapc*) workloads cover several popular computer-aided design (CAD) and digital content creation (DCC) software applications and is considered to be an “industry-standard” metric for evaluating hardware purchases.
But the game has changed.  The newer technology gives the smart engineers the ability to look at the bigger picture of their processes and workflows to develop new methodologies that take advantage of the full resources available to them.  The smaller businesses are especially required to do this as they compete with the larger, established organizations with the larger human resource capacity.  Moving from a serial to simultaneous workflow scenarios can enable quicker time-to-decisions – a must for any nimble company.

2. Current benchmarking methodology
Benchmarking and performance analysis are used by IT managers and users to measure and compare hardware performance.  The results of the evaluation units help to decide what the best configuration for their specific application is.  Often the software vendor will have tested and certified certain workstations, but the onus for vendor and richness of configuration decisions are on the end-user. 
A good benchmark will have characteristics, such as:

1. relevant
2. recognized

3. simple

4. portable

5. scalable

A relevant benchmark is something that a user can recognize as something they do to a degree.  Industry-standard benchmarks, such as those found at SPECapc*, are recognized, simple to run, and portable to different workstations.  A few are scalable to a degree.  There are several things that begin to work against a benchmark from the start.5  

1. Technology can render models irrelevant (number of cranks to start a car)

2. indicators no longer are scalable (Flops became GigaFlops or GFlops)

3. methodology may no longer be comprehensive (multitasking OS introduction)

4. environment changes usage models (virus attacks have become the norm) 
There are two common benchmark types – application and component (or micro).  The latter isolates certain aspects of a computer to measure how well it may compare.  For example, STREAM is a measure of the read/write bandwidth between the CPU and memory subsystem measured as MB/s.  LINPACK can isolate the floating-point units and help demonstrate large matrix multiply solution throughput – measured in gigaflops (GFlops).  While these benchmarks are interesting, they rarely mimic the real workstation user environment.

The other yardstick used to measure performance is application performance – there are several benchmarks available from the software vendor or organizations like SPEC*.   Evaluating hardware requires a relevant and meaningful metric – the current SPECapc* workloads do a decent job of trying to replicate a typical “day-in-the-life-of” an engineer or designer.  How realistic they are depends on the user’s perspective – often the models are much smaller than usual business of today’s 64-bit world and some methodologies are not always commonly used anymore (i.e. wire-frame modeling).  Still, they are standardized, repeatable, and to a degree help break out what are the reasons behind the performance increases – I/O, graphics, and CPU computer power can all contribute to the speedup of the application.


Figure 1.
Current benchmarks test each process step separately in today’s methodology.  This is from the early UNIX* days where one system or engineer worked on one portion of the model and then processed the model to be analyzed by the back-end FEA or like program.   

Benchmarks can be misleading when they aren’t conducted in the right environment or aren’t applicable to the usage model for the workstation hardware.  The press, magazines, and testing labs all have a favorite suite of benchmarks to run to evaluate the latest hardware.  Often, they use mostly micro benchmarks to evaluate hardware performance.  Often interesting, but not necessarily indicative of what the user cares about – the application running on the workstation under his or her desk.  

The migration of applications from RISC UNIX* workstations to the x86 instruction-based workstations still gave experts a dedicated platform to work with.  Typically, they’d have another system to do their productivity work, such as e-mail and spreadsheets.  Hardware purchase decisions were made with a single application in mind – what is the best recommended certified configuration to use.  SPECapc* was a good yardstick to use to measure these options.
As workstations, especially 2-socket or dual-processor (DP), became more prevalent, users were able to consolidate their main application(s) with the productivity applications, such as Microsoft* Office*.  This paradigm shift was often commonly referred to as the “single-glass solution”.  The main application would run on a single-thread or processor quite well with the other processor available for productivity and service threads.  
Some applications have been parallelized or threaded, but by nature of workstation model usage, there is limited ability to completely parallelize the software stack.  Benchmarks will get updated periodically to reflect the software changes, while still keeping in mind the user model for the single application.  For the most part though, the majority of the CAD, DCC, and many other workstation applications are primarily using a single-thread or core to execute.
Current benchmark methodology continues to assume the clean system with only the primary application running.  There is no consideration for IT applets (backup, virus scan, etc.), productivity software, and complementary software used in conjunction with the primary software stack – all actually deployed in the workstation environments.  A benchmark is most relevant when it can encompass the predicted environment in which it will work in.  
The current benchmarking methodology assumes that workstations are not powerful enough to do the “back-end” work i.e. high-quality rendering, computer-aided engineering and analysis, etc.  The models are often piece-meal, where the larger parts are broken down into small parts and then reassembled down the line.   There is a very serial fashion in which the workflow process is commonly run.
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Figure 2.
Current workflow methodology for expert users – generally the design is processed on the workstation and then the creation is sent as a batch to analyze or process the information. 
One prime example of this is from Dyson* vacuum commercials where the inventor, James Dyson, talks about the 4-½ years and 5,127 failures6 he went through before he found the winning formula for his famous vacuum cleaner.  How much time and how many fewer iterations would he have saved if he had parallelized his workflow?

Multi-core, 64-bit processing, and large memory capacity is becoming the new workstation norm.  Designers and engineers are going to find ways to take advantage of this new found power.  The standard benchmarking methodology is already a challenge to represent the true workstation user environment.  Does it make sense to look at new “industry-standard” workloads?
3. Working differently with parallelism
So how can the benchmarks adapt to be more representative of real-world scenarios not just for today, but for the foreseeable future?  In figure 2, an expert user will design a widget and then need to have it analyzed – using finite element analysis or fluid dynamics to validate the proposed material properties.  If it isn’t done right the first time, then it goes back from the analyst to the designer to modify.  A small, nimble business may have the one engineer doing both the design and analysis – this is where working differently can really be demonstrated.   
In figure 3, evaluators could consider running two or more applications in parallel – something that the latest CPU technology allows, where it didn’t necessarily make sense to do it in the past.  
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Figure 3.  
Current workflow methodology for expert users – generally the design is processed on the workstation and then the creation is sent as a batch to analyze or process the information. 

There are some smaller tools, or built-in features of the interactive software that sometimes allow for a small level of analysis within the main application, but the additional headroom provided by 8-cores in a DP workstation gives the user more leeway than ever to explore more alternatives simultaneously.  
Working differently with simultaneous workflows can help: 
1. digital content creators iterate film frames faster,

2. engineers innovate more by increasing the fidelity of stress testing done at the workstation, 

3. financial analysts make more informed decisions, 

4. and energy explorers be more accurate.  
By reducing the total project or decision time, the benefits from driving these efficiencies seems obvious.  These types of activities are not easily captured by the single application benchmark.  There is a user need to change the industry benchmarking methodology to reflect the new way of doing business.  

An example of this idea was recently published discussing how an electromechanically designed prototype is first created in 3D, with simulations run to check and ensure the parts won’t interfere with each other.  The corrections are made, rechecked, reiterated, rechecked over and over until the simulation indicates no issues – then the physical prototype is created.

The software run simultaneously can improve product development with five key steps:
1. Streamline machine design process

2. Fewer iterations with shorter time-to-market

3. Virtual prototype confirming proof-of-concept before creation of mechanical prototype.

4. Running simulations to check control algorithms.

5. Improving algorithms with higher-fidelity simulations.

“Kurlkarni sums up his presentation by saying co-simulation between mechanical and controller design packages helps streamline designs, reduce the cost of prototypes and reduces time to market.(2)” 8
Let’s look at some “proof-of-concept” benchmarking efforts to ascertain a different way to evaluate hardware.  Ideally, a user’s day could be captured and then dynamically played back based on the speed of the components in the new workstation versus the current.  This is the “day-in-the-life-of” concept.  Regardless of what applications are measured and how, benchmarks lay between a guess and actual usage.  The results can give a guideline as to what to expect, and the more forward thinking it is now will give legs on the life of its relevance.
The newest quad-core based workstations give the users options that weren’t available before.  If a computer-aided designer (CAD) tried to load a large file, iterate some changes to it, and then analyze on the local system – it meant a long coffee break!  The responsiveness of the system would be unacceptable for productive work.  
The demanding users will fully utilize all resources.  If it can be demonstrated that the 64-bit, quad-core DP workstations allow for the main CAD application user to continue his or her work, while executing analysis simultaneously – then the value of this new methodology should be apparent.
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Figure 4.  
Parallel workflow demonstrated scaling – from using 1-core to 8-cores.  Combining the two workloads running simultaneously, the interactive score continues to climb in performance with the introduction of additional cores despite the background tasking which also performs best with the 8-core workstation. 

Figure 4 shows the normalized baseline of 1.0 with a single-core enabled on a quad-core, DP workstation with two lines – the interactive component of the PTC* ProEngineer* score, and the PTC* ProMechanica* analysis completion time.  As the test scenario increases the number of available cores to the workloads, the performance continues to climb – most importantly the user experience, or interactive score, continues to improve.  The fastest analysis completion time and best user experience score is at the full 8-core utilization.  
If an engineer can work differently and do more, faster, then analysis-driven designs will become the new norm.  There are several key metrics to evaluate, such as 
1. stress characteristics (how thin can the metal be and still meet the specifications?),
2. peak temperatures (is the composite dynamic enough?),
3. fluid dynamic characteristics (if the hood is 1º sloped lower, will the resistance go down?), 
4. and many more…

Each industry has its own set of unique problems and scientific areas of concern.  The components tested more thoroughly ahead of main assembly testing gives an opportunity for higher fidelity solution confidence in the final part as more bad designs are ruled out earlier on.  The net effect is faster time-to-decision with products.
One of the first examples (see figure 5) of this parallel application benchmarking involves a CAD main program running in conjunction with a structural analysis.  SPECapc* for SolidWorks* 2007 runs a variety of different user scenarios – the modified workflow executes the test five times simulating a day-in-the-life-of engineer that may need to iterate a product several times before passing off the design to the analysis side.  Ansys* 11 application uses the distributed BMD5 static structural model workload with ~5.8 MDOF utilizing >2GB of memory7 represents the analysis that would typically be required of the project.  First, the project is run in a serial fashion – representative of how most companies run their current workflow in today’s world.  So the project total time would be five iterations of the interactive modeling, and then five iterations of the analysis to confirm/deny the integrity.  The second set of bars on the right in figure 5 shows these two running in parallel (working differently).  The concept is that the user will be able to continue working even with the analysis executing in the background.
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Figure 5.  
Proof-of-concept benchmarking for computer-aided design and engineering segment (manufacturing).  The 2007 quad-core, DP workstation outperforms the 2005 single-core, DP workstation by 4x jobs per day – providing quicker time-to-decisions.  

Comparing today’s benchmarking methodology (running applications separately) to the proposed future of multitasking and benchmark evaluating as a whole, one could ascertain that the productivity is up to a 4.4x improvement in an 8-hour day as the analysis no longer is the long-straw in the process – the longest tasking is the interactive component with SolidWorks*.  This means the user can continue working while getting more analysis data points generated to substantiate the validity of the model.

In figure 5, the 2005 single-core system in the multitasking scenario slows down the analysis portion even more – again going back to the reason why it made sense several years or more ago to run a single application on a single workstation and let the back-end servers do the analysis.  Fast-forward to today, and we see there are options.
Another example of this “proof-of-concept” is using existing DCC benchmarks combined together for a total process view.  The digital artist may want to move the lighting angle to three different locations to see which looks the best or just simulate movement of the camera panning.  Most current solutions require the user to do a small rendering to view because a full screen, full resolution rendering would take too much time; hence why they send it to the render farm or cluster for processing.
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Figure 6.  
Proof-of-concept benchmarking for digital content creation segment.  The quad-core, DP workstation outperforms the single-core, DP workstation by over 4x jobs per day – a huge productivity increase.  

In figure 6, DP workstation hardware configurations were tested with the single-core, commonly sold in 2005, was compared to the quad-core which became mainstream in 2007.  The workloads used include the interactive or graphics composite portion of the SPECapc* for 3ds Max* 9 and the rendering was using Maya* 8 Mental Ray* batch executable simultaneously.  The scene rendered was the “Mayalogo.ma” scene at 4Kx4K full resolution. The result shows a 4x increase in daily productivity – scaling with the number of cores available.  

For the financial segment, the multitasking environment is the norm.  The traders and qants alike will have multi-monitor, multi-processor workstations where they will run their main application(s) along with a variety of other workloads plus video feeds, Excel* spreadsheets, etc.  Yet again, there is only single-application benchmarks used to compare hardware options.  If we combine a “Monte Carlo” simulation software with a trading program, such as X-Trader Pro*, then the hardware is tasked closer to what the financial expert actually experiences.
Figure 7 demonstrates the performance running the auto-trader feature for the U.S. commodities market as a demo and then the SunGard* Adaptiv* benchmark is run to capture the portfolio value simulations based on a parameter of decision factors.  This enables the financial expert to decide what is best for the client given the current market conditions and what the goal is for growth.
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Figure 7.  
For financial segments, the quad-core, DP workstation outperforms the single-core, DP workstation by over 5x simulations per minute – leading to more informed decisions.  

The three DP workstations compared represent again the 2005 single-core, the 2006 dual-core, and the 2007 quad-core releases.  The performance from the single-core to the dual-core platform is 3 times, which indicates that there are likely microarchitecture technology improvements seen in addition to the core count.  The double throughput improvement observed from dual-core to quad-core is in-line with what a well-threaded, single application might see.  This is all run with the trading demo executing in the background without measurable impact. 
The more informed decisions made, the more likely to see a good financial return.  There are many applications that are home-grown and threaded to a varied degree.  Most indications are though that unless some significant time is spent to recompile the software stack, most likely only a single-core of eight available today will be used.  There is an opportunity to reevaluate processes from top-to-bottom to see where the efficiencies of effort may be made.
4. Hardware evaluation in the next decade
This concept can, but so far doesn’t provide a lot of the other factors considered earlier on – virus scans, IT patches, Internet Explorer* sessions, etc.; nor does this concept consider other hardware considerations – network throughput speed, for example, which is very important for trading.  Although these don’t typically consume a large number of CPU cycles, the impact is still there to the real user environment.
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Figure 8.  
A visual conception of working differently with parallel workflow scenarios.  

These examples are just proof-of-concepts.  Ideally, the benchmarks of tomorrow will show a project workflow during this phase of development where the artist can become the animator or the engineer can become the analyst.  It means the ability to run jobs at your desk that previously required a clustered supercomputer – and enjoy great performance while you work interactively on other tasks.  The great experts will find ways to fully utilize the resources available – this kind of workflow can help a business be more nimble, explore more options, and ultimately reduce the cost or speed the completion time of the project.

4.1 Working differently in other segments
There are many segments where workstations are prominent that weren’t captured here for performance evaluations under the working differently concept.  
In energy, many applications on the front-end will visually show the reservoirs that have been processed by the back-end server applications.  The user will explore and request more detailed information on a cross-section of the visual 3D model and send back to get further analysis.  With eight cores available, there is little need to process on a back-end for the basic sizing.  The back-end can now be freed to perform even higher-fidelity simulations giving more confidence in the decisions on where to drill.
Software writers who compile their code also can take advantage of the newest hardware.  The compilers offer a variety of options to produce an application binary that performs better or runs better on a given hardware set.  This compile time is measured by coffee cups or executed over night on systems from just a couple of years ago as it was just too much tasking on the workstation at the desk.  It is possible now to spin off several iterations of the compiler, each with varying flags, so when they complete a regression testing and run – the decision on which option to use is made quicker and more accurately.

Another up-and-coming technology, virtualization hardware support, also adds a new dimension to segment evaluation.  This applies to several fields, such as the energy and software programmers.  The energy segment uses LINUX* as a back-end simulator environment.  The extra cores split over the virtual machines give a unique opportunity to work differently.  The Eclipse* reservoir simulation application is available for both Windows* and LINUX*, but historically performance is best on LINUX*.  Schlumberger* Petrel* is a front-end application that visually displays and manipulates the model information from Eclipse* and has been ported to Windows*.  In the virtualized OS environment, the interactive component could be measured on the Windows* guest OS while the simulations continue on the LINUX* guest OS.  If the front-end application is only using primarily a single-thread to execute, then the single-core could be dedicated to the Windows* guest OS while the remaining seven cores are dedicated to the LINUX* side.

Software vendors can also take advantage of this opportunity – using the same platform to compile on multiple OSes gives them more productivity, better ROI, and better quality assurance with portability issues reduced.  The reduction in IT costs of supporting various OS platforms can also be reduced.
4.2 Future benchmarks
There are many more segments and factors that could be considered in benchmarking.  Future benchmarks should embrace and encompass the idea of a closer to real-world environment.
The PC world has seen an inflection point with the advent of mainstream multi-core products  
	Yesterday
	Today

	Break designs into parts
	Work on full assemblies

	Serial workflows
	Iterative workflows

	Meet the deadline
	“What if I tried this…?”


Table 1.  
Yesterday’s benchmarks don’t properly evaluate the hardware of today with the new paradigm.  

A 3rd party report from Principled Technologies*, demonstrates more than double performance of common tasks on platforms from a couple of years ago to today’s dual-core desktops and is a good example of how various productivity and IT applications likely run concurrently in many user scenarios – with more responsiveness in a multi-core environment9.
If we consider this scenario in the workstation environment, along with the main application and secondary application(s), the system is tasked with basically the worst-case scenario which makes for the best-case benchmark.

Multi-core processors have accelerated delivered performance (over a 4.5x increase in the last couple of years) 10 – beating the typical “Moore’s Law” beat rate comparison where the number of transistors is doubled every two years.  Predictions are this trend will likely continue (figure 9).  Application performance improvements in the past have relied on silicon vendors to increase the frequency (GHz) of the processors.  This is no longer the case as the frequencies have topped out with thermal limits capped, but the core count has increased.  Both major silicon companies, Intel* and AMD* have bet their futures on it.
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Figure 9.  
A visual conception of performance expectations in the next several years (http://www.devx.com/go-parallel/Article/32725).  

If we consider this scenario in the workstation environment, along with the main application and secondary application(s) working together, the system is tasked with basically the worst-case scenario which makes for the best-case benchmark.

For future benchmarks, the authors of application benchmarks should look into the bigger picture of user environments and consider adding to the overall metric of hardware evaluation.  If IT managers see that the benchmark is heavier hitting than a single application, and is to a larger degree more relevant to their environment (vs. clean system, single-application testing), they’ll be more likely to adopt this methodology for evaluating the hardware.  The applications don’t have to be exact – that’s the benefit of benchmarks is most users can find some application or code that closely resembles their own application or usage model.
4.3 Challenges to the paradigm shift
SPECapc* is the “industry-standard” performance evaluation benchmarking group and several software vendors have application benchmarks as well.  Although the proof-of-concept works well to illustrate how the benchmarking effort can work, in an ideal world there will be a full breadth of multiple applications blended to highlight the process changes allowed by multi-core workstations.  

Each software vendor will often have other back-end applications available for use – this is one area of contention that could possibly happen where a customer wants to use an application that is a competing product of another back-end application found with the primary application.  So, in the example of SolidWorks* and Ansys*, the former will have COSMOS* products that conceivably can perform the same work as Ansys*.  However, often the software vendors will do cooperative work and allow integration or at least translation of parts from the CAD to the CAE program, for example.
Most benchmarks are time based – how long does it take to complete all tasks or analyze a solution.  Then it is often compared to a reference platform and given a normalized score.  The whole creation process of a product or idea requires a longer time than what a benchmark will represent, but it is understood that it doesn’t make sense to parallelize tasks in all steps.  Where it does make sense though, it should be considered – and benchmarks should take the most demanding portion of this process to evaluate the worst-case scenario for a user experience.  If the workstation performs best in this case, the more productive and better ROI can be had.
 Regardless of what solutions are derived in the end, so long as they follow the real-life process of an expert engineer, artist, etc., it should make the grade for a good benchmark.  
5. Conclusion
The workstation has made quite a change in recent history.  The industry has matured quickly allowing companies, big and small, to use technology to their benefit and make them competitive in the world market.
The vast majority of the workstations deployed today are of the x86-instruction set with all that are shipping now enabled with 64-bit technology from AMD* and Intel*.  Today, we’ve seen the multi-core processors become the norm with mainstream quad-core, DP workstations being the king-of-the-hill for capacity and headroom.   The 64-bit OS and processors enable DP workstations to realize over 80 GFlops of compute power – something unheard of in the not to distant past and equivalent to the basic clusters of only a couple of years ago.  

Benchmarks come in two flavors and are used to help evaluate the best choice for a user.  The micro benchmarks are good for isolating a particular feature or component of the workstation, but the most value comes from the application-level benchmarks. 

The UNIX* early models set the stage with single-OS based workstations that used a single application on a standalone workstation under the desk.   Often there was a separate computer for doing the productivity tasks, such as email.
With the rising popularity of Windows* as a multitasking OS, more applications became standardized on this OS and with the popularity of productivity software such as Microsoft* Office*, a “single-glass” solution became the norm – using the main application on the same workstation as the productivity suite.  If analysis or rendering or compiling was attempted on these early platforms, it became a good excuse to get a coffee. 

Standardized benchmarks, such as the SPECapc* application suite, have become the yardstick in which to evaluate workstation hardware over the last decade.  These benchmarks are based on a clean machine running only a single application in a serial fashion – much like what the norm was of yesteryear.  

But the industry has seen an inflection point – the application performance improvements previously came primarily from hardware vendors increasing the frequency of the CPU.  With the advent of parallelism, and the fact that most applications are by nature not easily threaded to take advantage of this, performance is looked at from a different view.  How can company process and workflow improvements, through the use of parallel tasking, reduce the total overall project or decision time?

The game has changed, and so the benchmarks must adapt.  The good benchmark is relevant, recognized, simple, portable, and scalable.  The first and last being probably the priority as benchmarks are influential when the hardware evaluators believe that this is a fair or close enough representation of their environment.  Technology and indicators continue to change as the workstations exponentially perform better.

The methodology of measuring the front-end applications in a clean environment diverges with the IT world that requires virus scans, emails, Internet Explorer searches, Excel* spreadsheets, etc.  It also doesn’t account for the back-end capabilities that the DP workstation now empowers.
Those smaller businesses especially need to be nimble and find process improvements wherever possible to be competitive.  By working differently, with parallel workflows and applications, several benefits can be had.  From generating a 30-second commercial, to increasing the fidelity of product testing, to making more informed decisions potentially saving millions of dollars, iterative workflows that are parallelized have a lot of potential to affect the company bottom line.
For those hardware evaluators, the question has become if the standalone application benchmark is good enough.  The latest quad-core, DP workstations can demonstrate the possibilities of working differently.  ProEngineer* CAD software was combined with ProMechanica* analysis CAE software – scaling from 1 to 8 cores, the performance continued to climb for both meaning the responsiveness of the main application (CAD) was not impacted by the back-end CAE application work completed.  This is something that just wasn’t possible on the single-core machines.
This was further illustrated with the SolidWorks* and Ansys* project comparison, where the project was run serially five times and then in parallel five times on a single-core DP workstation from 2005 and a quad-core DP workstation from 2007.  The findings show that there’s a slight improvement on the single-core system, but more than 4x better jobs completed per day by moving to the parallel workflow on the eight cores.  The analysis component, in fact, is no longer the long straw in completion time.  This means that the user can continue to interact with the system and not be impacted by the additional tasking of the system.

Many of the workstation segments benefit from the advent of multi-core technology.  The financial qants can make more informed decisions while not impacting their trades.  The software programmers can run a multitude of various flags when compiling software to determine which binary created will be the best performer.  Energy explorers can model reservoirs in 3D with more accuracy.  The list goes on.
In the past, a model was created, modified, and fixed in one phase then sent on to the next phase of rendering or analysis.  Now with the additional compute resources, the workflows can be optimized where it makes sense to do so.   Yesterday, designs had to be broken into smaller parts; today, engineers can work on full assemblies.  Yesterday, the goal was to meet the deadline; today, the question, “What if I tried this…?” can be answered.
Future workloads and benchmarks should encompass the big picture and adapt to the major shift in how business will be done.  This can be done by combining processes and adding additional overhead to the system, such as those applets, virus scanners, etc. found in the real environment.  In this way, the worst-case scenario can be comprehended and hardware evaluators will actually be able to rely on benchmarks as a measure of future performance, not the clean single application-based testing of yesteryear.  
Moving forward, the hope is all benchmarks in SPECapc* and across the industry including the software vendors will adapt to this new need.  The parallel workflows are becoming more common as front-end applications begin to integrate back-end capabilities.  Next steps are to create the benchmarks that embrace the process improvements, add in a little real world flavor, and set the new standard by which to measure the goodness of a benchmark.  Will that be you?
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